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Abstract—The classical framework of context-tree models used
in sequential decision problems such as compression and predic-
tion is generalized to a setting in which the observations are multi-
tracked, multi-sided, or multi-directional, and for which it may
be beneficial to consider contexts comprised of possibly differing
numbers of symbols from each track or direction. Tree represen-
tations of context sets and pruning algorithms for those trees are
extended from the uni-directional setting to two directions. We fur-
ther show that such tree representations do not extend, in general,
to m directions, m» > 2, and that, as a result, determining the best
m-directional context set for »». > 2 may be substantially more
complex than in the case of 2 < 2. An application of the proposed
pruning algorithm to denoising, where m = 2, is presented.

Index Terms—Context trees, denoising, dynamic programming,
multi-directional context sets, multi-tracked data, tree pruning
algorithms.

I. INTRODUCTION

HE classical context modeling technique [1]-[3] used in

data compression and other sequential decision problems
decomposes a data sequence into a set of subsequences based
on the occurrence of certain substrings (sequences) of symbols,
the substrings being elements of a finite context set.! Additional
processing steps such as probability assignment or estimation
then treat the resulting subsequences independently. Let X' be
the data sequence alphabet and let S C &A™ denote a finite set of
finite length strings of symbols comprising a context set, where
A" is the set of all finite length strings (including the empty
string) over the alphabet A'. For s € & define

Pls) = {u e & : [u] > |s|, u® =}

where |s| denotes the length of s and u' is the / symbol prefix of
u, [ < |u]. Further, for any given nonnegative integer j, j > [s|,
define

Pi(s) = {ue X7 :ul =5}

A valid context set S must satisfy the following two properties,
where % denotes the (finite) length of the longest string in S
(1) UsesPr(s) = X* (exhaustive), and
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IIn this paper we will always assume finite context sets; the reader is referred
to [4] for a discussion on infinite context sets.

(2) Pi(s) N Pi(s’) = 0 for any pair s # s’ (disjoint).2
Given a data sequence x" = (1, Z2,. .., s ), the subsequence
of symbols associated with a context s in a valid context set
S consists of those symbols x; whose preceding symbols sat-
isfys = (w;_1.4;_2,...,2;_|5)). Foreachs € S, let x(s) de-
note the subsequence of data symbols associated in this manner
with s. The “exhaustive” and “disjoint” properties guarantee
that each z; belongs to one and only one such subsequence. Any
given x(s) may be empty, however. It is well known that the
“exhaustive” and “disjoint” properties also imply that the set of
strings in S can be represented as the leaves of a (context) tree
having nodes n € X*, where each node n is either a leaf or has
the | X| children {nx : € X'}. Context tree models are exten-
sively studied in [2].

In this work, we generalize the above classical context mod-
eling framework to a setting in which the observations are multi-
tracked, multi-sided, or multi-directional, and for which it may
be beneficial to consider contexts comprised of possibly dif-
fering numbers of symbols from each track or direction. For
example, with two directions (“left” and “right”), our setting
involves a data sequence x = {x; : ¢ € T} where, for each 1,
left- and right-directional sequences yﬁ"’) and ygfl’) are available
for forming contexts. In one example of such a setting, corre-
sponding to a stereo audio system,Z = {1, 2,3, ...} and x con-
sists of two tracks so thatz; = (., 2 g,) and the left and right
directional sequences correspond to y; =L 1, L2y -
and y,,(,’) = ZR; 1,LR; 2,.... In a second example, corre-
sponding to a digital image compression or processing appli-
cation, Z = {1,2,3,...} x {1,2,3,...}, where throughout x
denotes cartesian product. Here, x; ; represents the pixel value
in row ¢ and column j of the image and yﬁw ) and y? may
be set as follows. Let Y(*7) be the set of pixels that appear ei-
ther in the same row but to the left of (4, j) or in rows above
(i,7). Let y}” ) and Y1) represent the components of a par-
tition of Y7 into two subsets. We can let yS”J ) and v re-
spectively correspond to yf(” > and Y under suitable order-
ings, say based on proximity to (4, j). For example, y,?”) could
include all pixels occurring on or above a diagonal line of pixels
extending up from and to the left of (7, j) with y,?” ) being the
complementary subset of Y-/ This would introduce consider-
ably greater modeling flexibility over the prevailing approach,
which derives uni-directional contexts based on a certain or-
dering of the full set Y7 (see, e.g., [5]). One could more gen-
erally partition and order Y*-) into m partitions, thus naturally
giving rise to m-directional context sets. The denoising setting
of [6] involves Z = {1,2,3,...} with yé'l) = X1, 2,...
(past symbols) and y,,(f) = Ti41,Tit2,... (future symbols).

2Clearly, the exhaustive property can be equivalently formulated with any
integer &’ > k, whereas the disjoint property is equivalent to requiring P(s) N
P(s’) = 0 for any pairs # s'.
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With such scenarios in mind, this paper starts by formalizing
the notion of a valid multi-directional context set.

We further show in this paper that the above tree-based rep-
resentation of a valid uni-directional context set can be gener-
alized to the case of two directions. Such representations are of
paramount importance in applications of context models, where
the processing of a context-induced subsequence of data sym-
bols results in a numerical, measurable loss. In compression, this
loss might be the ideal code length corresponding to the prob-
ability assigned to the subsequence by a sequential probability
assignment procedure, such as one based on the Krichevsky-
Trofimov (KT) estimator [7]. In a prediction application, the loss
might be the prediction error incurred by a sequential predic-
tion algorithm, such as that of Hannan [8], applied to the subse-
quence. In denoising, the loss might be an estimate of the error
(with respect to an unobserved “clean” sequence) incurred by
a context-based denoiser, such as the DUDE algorithm [6], ap-
plied again to the subsequence.3 To each subsequence we asso-
ciate a weight, given by the loss incurred by processing the sub-
sequence. A useful computation that arises in such settings is the
determination of a context set that, for a given individual data se-
quence x” (which generates context formation sequences), min-
imizes the sum of the weights of the resulting set of context-de-
pendent subsequences. More formally, assume that an applica-
tion induces a weight function A on sequences of symbols over
X 4 Given A and an individual data sequence x™, of interest is
that valid context set S that minimizes ). ¢ A(x(s)). In the
uni-directional case, an efficient dynamic-programming-based
algorithm that relies on the tree representation of valid context
sets is known for carrying out this computation [9]. The algo-
rithm “prunes” the (large) context tree formed by all contexts
occurring in the given sequence, keeping as leaves those nodes
that correspond to the optimal context set. In the general se-
quential decision setting, the x" that is the target of such a com-
putation may be training data and the context set derived by the
preceding computation might be a good candidate for use on ac-
tual data. A “plug-in” sequential decision approach (“plugging
in”” what is best for the past) employs training data consisting of
previously observed data and the computation is repeated often
as new data is observed. In the compression setting the compu-
tation of the best context set is central to several two-part uni-
versal source codes proposed in the literature (see [10] and ref-
erences therein). One weight function on sequences arising in
some of these cases consists of the ideal code length induced by
the KT probability assignment (which is obtained by accumu-
lation of instantaneous losses) plus a constant (subsequence-in-
dependent) offset to account for the cost of describing the con-
text set itself. The overall two-part code then consists first of a
description of the best choice of contexts S, determined via
the aforementioned computation, and second of the sequence
compressed via arithmetic coding based on symbol probabili-
ties generated by context-dependent KT estimators.

Our generalization to two directions of the above tree-based
representation (bi-directional context trees) leads to the notion

3The use of an error estimate based only on observed data makes the loss
measurable. Such estimates are investigated in [13].

4The weight function is often obtained by accumulation of instantaneous
losses corresponding to the symbols in the sequence.
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of a context “split,” by which a bi-directional context tree can
be interpreted as specifying a recursive sequence of context
splits. In [11], weighting and pruning algorithms are proposed
for classes of context sets that are generated according to a va-
riety of context splits. By applying the algorithms in [11] to the
specific context splits derived in this paper, we obtain an ana-
logue of the efficient algorithm in [9] for determining the best set
of 2-directional (bi-directional) contexts for a given individual
sequence and subsequence weight function.

Our final result states that, in general, the context splits noted
above do not apply to m-directional context sets for m > 2.
In fact, we demonstrate a family of context sets that cannot be
obtained by any nontrivial recursive sequence of context splits
in which a context s is split into a number of contexts having
s as prefix. Moreover, this family further demonstrates that no
finite set of recursively applied prefix-like context splits suffices
to generate all 3-directional context sets. This negative result
highlights the nontrivial nature of the representation for m = 2.
It also implies that determining the best context set for m > 2
may be substantially more complex than in the case of m < 2.

It is well known that uni-directional context sets can also
be interpreted as prefix-free source codes. In the case of m >
2, one can similarly employ multi-directional context sets as
prefix-like codes whose constituent tracks are transmitted or
stored on distinct parallel channels. This source coding coun-
terpart to multi-directional context sets was recently studied in
[12]. We remark that although many of the structural results
(e.g., the bi-directional context tree representation of bi-direc-
tional context sets) are isomorphic in the two settings, the re-
spective optimization problems on the relevant structures are
quite distinct.

The rest of this paper is organized as follows. In Section II, we
define the concept of a bi-directional context set and show that
any such set admits a tree representation. In Section III, we use
this representation to derive a pruning algorithm for obtaining
the optimal set for an individual sequence. In Section IV, we
consider the case m > 2, for which we show that, in general,
such a representation does not exist. In Section V, we discuss in
greater depth the denoising application, which was the original
motivation of this work. Section VI concludes our paper.

II. BI-DIRECTIONAL CONTEXT SETS: DEFINITION
AND STRUCTURE

Paralleling the classical, uni-directional case, a bi-directional
context set S C &A™ x &A™ is a finite set of ordered pairs of
finite length strings over the observation alphabet specifying the
bi-directional contexts. For (s¢,s,) € X* x X*, define

P(se.s.) ={(n,v) € X" x &A™ : ulsl =g, vis! = S}

namely, the set of all the pairs of strings whose first and second
components respectively have s, and s, as prefixes. For t €
X* x X*,ifs € P(t) we say that t is an ancestor of s (and s a
descendant of t). In analogy to the uni-directional case

Pi(se,s,) = {(0,v) € X7 x X7 - uPl =5, v =5,}

is the subset of P(sy, s, ) comprising all the strings in which both
components have length j, 7 > max(|s¢|, |s.|). Let k be the



ORDENTLICH et al.: ON MULTI-DIRECTIONAL CONTEXT SETS

length of the longest string in any pair in S. For a bi-directional
context set to be well defined or valid, the set S must satisfy
the following generalizations of the “exhaustive” and “disjoint”
conditions from the uni-directional case:

(1) Utse.s,yesPr(se, sp) = X% x X% (exhaustive);

(2) Pi(se.sr) N Pi(sy,s,.) = 0 for any pair (sg,s,) #

(s}, s..) (disjoint).?

Mapping finite-length binary strings to subintervals in
[0,1), as customary in the arithmetic coding literature,
leads to a geometric interpretation of the binary case that
will prove useful in providing intuition to the results in
this paper. Specifically, a binary string u* corresponds to
the subinterval [wqug...up, uius...up + 2°%), where
Auiue ... ur denotes a base-2 fractional representation (in
particular, for ¥ = 0, § corresponds to the entire unit in-
terval). Similarly, a pair (u*,v*) corresponds to the (axis
parallel) rectangle [.wjug ... up, urtus...up —+ 2*’“) X
[v1va ... Ok, 0109 .. U + 2”“1) in the unit square. This
rectangle strictly contains all the rectangles corresponding
to descendants of (u*,v*'), and in fact coincides with the
union of all the rectangles corresponding to the elements of
P(u¥,v¥'), as well as with the (disjoint) union of all the
rectangles corresponding to the elements of Py (u, vkl) for
all k” > max(k, k'). Clearly, the exhaustive and disjoint prop-
erties imply that a valid context set corresponds to a partition
of the unit square into such rectangles.

Given a data sequence x = {,1,, :¢v €1} and, foreach: € 7,
context formation sequences ygl’) and y;”) (as exemplified in
Section I), the subsequence of symbols associated with a context
pair (s¢,s.) € S consists of those symbols x; with indexes
satisfying

se = [y("]!
and

5o = [y(].
As in the classical case, the new “exhaustive” and “disjoint”
properties guarantee that each z; belongs to one and only one
such subsequence. For each (s, s,) € S, let x(s¢, s,.) denote
the subsequence of data symbols associated in the above manner
with (s¢, s;.).

The new “exhaustive” and “disjoint” properties also lead to a
tree-based representation of a valid bi-directional context set S.
In the bi-directional case, the tree, which is defined in the next
theorem and which we shall refer to as a bi-directional context
tree, has a somewhat different structure from the uni-directional
case, and is not necessarily unique for a given S.

Theorem 2.1: The string pairs in a valid bi-directional con-
text set S can be represented as the leaves of a rooted tree
(bi-directional context tree) having nodes in X" x X* where
the root node is the pair of empty strings (), #) and each node
n = (s¢,s,) is either a leaf or the set of its children is either
{(s¢,s,7) 1z € X} or {(sex,s,) : x € X}

We note for future reference the easily seen fact that, con-
versely, the leaves of any bi-directional context tree, as defined

5Again, as in the uni-directional case, there is an equivalent formulation of
the disjoint property in terms of P (s, s,.), which we will occasionally use.
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in Theorem 2.1, determine a valid bi-directional context set. Ad-
ditionally, the structure of a bi-directional context tree can be
inferred from its nodes. In the sequel, a bi-directional context
tree will be represented using the set of its nodes.

Proof of Theorem 2.1: Our proof is by induction on m(S),
defined as the maximum sum of the lengths of the context pair
components, that is

max
(s¢,8,.)€S

m(S) = [Ise] + [s.1]-

Only & = (0.0) satisfies the base case m(S) = 0, and the
theorem clearly holds for this case with a bi-directional context
tree consisting only of the root-node/leaf {(#, #)}. Next, con-
sider any valid & with m(S) = /i > 1 and assume, by induc-
tion, that the theorem holds for all valid &’ with m(S") < .
We show how it follows that the theorem also holds for S.

First, note that & cannot contain (@, ) since there must be
at least one other pair (s¢,s,) in S and P(, ) = X* x x*
could not be disjoint with Py (s¢, s,-), where & = k(S) denotes
the length of the longest string in any pair in S. Second, &
cannot contain both a pair of the form (s¢, ®) and (#,s,.) with
s¢ # 0 and s, # 0 since then Pi(s¢,s,) would be contained
in both Py (s¢, ®) and Pr(0, s, ), again violating the “disjoint”
condition in the definition of a valid S. Thus, we are faced with
two possibilities: Either all right contexts of each pair in S are
non-empty strings, or all left contexts are non-empty strings.
Assume, without loss of generality, that the former is the case.
It is therefore possible to classify the pairs in S into | X'| disjoint
subsets of the form

S, ={(se,8,) €S8, = (x5),8" € X* |s'| <k}

for each x € X. The “exhaustive” property of S implies that S/,
is non-empty for each = € X'. For each S, define

S, = {(se,s,) : (s¢,78,.) € S.}.

It follows that each S, is non-empty (though may consist of
the empty pair (#,9)). Additionally, since S is valid, it is not
hard to see that each S, must also be a valid context set. Since
m(S,) < m(S) = m, the induction hypothesis implies that
associated with each S, is a bi-directional context tree 7},. For
each T, let T/, denote the subtree rooted at (), =) obtained by
changing each node (s¢, s,.) of T}, to (s, xs,) while retaining
the parent-child relationships of 7).

Consider now the tree 7" consisting of a root node (@, #) con-
nected to the subtrees 7, (i.e., the root-node’s children consist
of the root-nodes of 7, = € X). The properties of the subtrees
T/ then imply that T is a bi-directional context tree and that its
leaves constitute U,c xS, = S. Since 7 and S were arbitrary,
the theorem is proved by induction. (]

The following is an example of a valid bi-directional context
set and an associated bi-directional context tree, as guaranteed
by Theorem 2.1. Note that the sets of strings formed from either
the left components or the right components of the pairs in &
fail to constitute valid uni-directional context sets.
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Example 2.2: Let X={0,1} and $§={(0,0), (1.00), (1,01),
(00,1),(01,1),(1,1)}. An associated bi-directional context
tree is given as shown below.

(1,00)

(1,01)

(00,1) (01,1)

An equivalent (but different) tree representation can be obtained
by letting (0, %) and (1.%) be the nodes at level 1 of the tree,
(0,0), (0,1), (1,0), and (1, 1) (from left to right), be the nodes
at level 1 of the tree, and keeping the same sets of children for
nodes (0, 1) and (1, 0).

A bi-directional context tree can be interpreted as specifying,
for a valid § such that the longest string in any pair has length
k, a recursive sequence of splits of the set X* x X'¥ into the
sets Pr(s¢,s,.) for (s, 8,) € S. Theorem 2.1 thus shows that
valid bi-directional context sets can be obtained as a sequence
of splits, where the three possible splits are “not splitting” and
splitting based on the value of the next left context string symbol
or the value of the next right context string symbol. In terms
of the geometric representation described earlier, Theorem 2.1
states that any partition of the unit square into rectangles corre-
sponding to a valid bi-directional context set can be obtained by
a recursive sequence of bisections of rectangles along the axes.

Remark 1: The non-uniqueness of the bi-directional context
tree representation introduces a modest redundancy into the de-
scription of the optimal context set in the two-part universal
source coding application alluded to in the introduction, since
trees that represent the same context set are still assigned sep-
arate code words. This redundancy can be considered to be of
a second-order nature since it amounts to a constant number of
bits per context (at most log, 3/2 bits) and one would expect the
optimal number of contexts to be fixed or very slowly growing
with the sequence length in most applications. Nevertheless, it
would be of some interest to obtain a non-redundant representa-
tion of bi-directional context sets, particularly one that is com-
patible with the algorithm for optimizing context sets described
in the next section.

Remark 2: A related tree structure called Bidirectional
Context Tree (BCT) was independently proposed in [14],
[15]¢ in the context of probabilistic bi-directional modeling.
While bi-directional context sets are not formally defined in
[14], [15], the use of the BCT structure in [16], in conjunction
with a mixing algorithm [11], suggests the generation of a
bi-directional context set through a recursive sequence of splits

®Notice that [14] is contemporaneous with the conference versions of this
paper.
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different from the one described in Theorem 2.1. Specifically,
in the BCT-based approach, nodes (u,v) can split in either
direction (or in both directions) provided |u| = |v|, whereas
they can split only in the direction of the longer string, if
|u| # |v|. In contrast to the statement of Theorem 2.1, it is
easy to see that such a sequence of splits cannot generate every
bi-directional context set. A simple counterexample is given
by the set {(0,0),(0,1).(1,1)}. However, such restricted
sequences of splits may be appropriate for certain specific
applications (see Section V).

III. BI1-DIRECTIONAL PRUNING

Applications similar to those described in Section I for uni-di-
rectional context sets motivate the computation of the best bi-di-
rectional context set for a given individual sequence. In [11],
weighting and pruning algorithms are proposed for classes of
context sets that are generated according to a variety of context
splits. While the context splits relevant to bi-directional context
sets described in Section II are not specifically considered in
[11], it is straightforward to extend to this case the algorithms in
[11] for finding optimal context sets (and for weighting among
these sets in compression applications). For completeness, we
describe such an algorithm, based on dynamic programming,
next.

Given a sequence X", a set of context formation sequences
{(ygz)7y,<w't))}, a subsequence weight function ), and a max-
imum context length %, let

L&)=Y Ax(se.s)) (1)

(s¢,8.)ES
Of interest is

min
valid SCXOH x X0:H

L(S)

Sopt = arg

where X% is the set of strings over X' of length at most k, and
ties are broken according to a deterministic but arbitrary rule.
In words, we are seeking a valid context set S, whose contexts
have length at most &, that minimizes the loss for x™.7

For any pair (s¢,s,) € X%* x X% we define the weight of
(se,s) as

w(se, s,.) = A(x(s¢,8,))

i.e., the weight of the subsequence of data symbols whose left
and right context formation sequences have prefixes equal to
(se,sr). We set w(sgp,s,) = 0 if this subsequence is empty.
By (1), for a valid context set S, L(S) is equal to the sum of the
weights of the elements of S and, correspondingly, of the leaves
of a representative bi-directional context tree.

For any bi-directional context tree 7', as defined in Theorem
2.1, let w(T") denote the weight of 7" defined as the sum of
the weights of the leaves. Let 7,1 be the set of bi-directional
context trees with nodes in X% x X'V** having minimal weight.

TThe context length limitation is not critical since, in principle, the algorithm
can be applied with & = n. In the uni-directional case, this idea can be ef-
ficiently implemented by use of compact suffix trees (see [10]). In the bi-di-
rectional case, an analogous data structure, the compact bi-directional context
graph, is introduced in [17], which combined with algorithms for finding lowest
common ancestors yields an efficient pruning algorithm.
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In general, this set will have cardinality greater than one, even
when S, is unique, due to the multiple representations of
the context set. Theorem 2.1 and the above observations then
imply that S, corresponds to the leaves of an element of
7opt, thereby reducing the problem of determining Syt to the
problem of determining an element of 7.

Given any pair (sg.s,) € X%* x X0 abi-directional con-
text subtree rooted at (s, s,-) has nodes in P(sy, s,-) where, as in
the definition of a full bi-directional context tree, a node (8, §,.)
is either a leaf or the set of its children is either {(S¢, §,2) : = €
X} or {(8¢x,8,) : € X}. Let T(sg,s,) denote the set of
bi-directional subtrees rooted at (s¢,s,.) such that every node
is in X%* x X%* Extend the definition of the weight function
w(T) to bi-directional subtrees T in the obvious way and let
Topi(se, s,) be the subset of bi-directional subtrees in 7 (s¢, s,.)
having minimal weight. We then have the following principle
of optimality, whose proof follows from [11].

Lemma 3.1: For any pair (s¢,s,) € X0 x x0k

min

w(T) =
TeT (s¢.sr) LU( )

min |w(sg, S ),

E min  w(7T"),
o T'eT (sew,s.)

reX

E min  w(T")
) T'€T (s¢,sr)

reX

(@)

where we take 7 (3¢, 5,) to be empty if (3¢,8,) ¢ X%k x X0F
and the minimum of any function over an empty set to be in-
finity. If the minimum on the right-hand side of (2) is achieved
by the first argument, then the tree {(s¢,s.)} € Topi(se, sy ).
Otherwise,

{se,s)}u T €

reX

,]:)pt(sfy Sr)

where, if the minimum is achieved by the second argument, 7T,
denotes any member of 7, (s, s,.), whereas if the minimum
is achieved by the third argument, 7,, denotes any member of
,]:th (S[, SrfL') .

Lemma 3.1 parallels a similar principle of optimality for
the uni-directional case (where the minimum in (2) is over
two values), and suggests the following dynamic programming
algorithm for determining an element of 7.

Algorithm 3.2

for each (s;,s,) € X% x X%
determine w(s, s,)
Tope(se.s,) = {(50.5,)}
end
forj =2k—1t00
for each (s, s,) with [s;| + [s,| = j
determine w(s, s, )
N = w(sy,s,)
R =73 cvw(lo(se,s,.x))
L= en w(Tun(sez,5,)
M = N; Typi(se,s.) = {(se.8.)}

6831

if 2 < M then
M = R’ TO t(Sg,S,,.) =
{(s¢,8,)} U Jmex Topt(se, 8,.7)
if . < M then
Toe(se,50) = L(seso)} U
TEX Topt (s¢x,8y)
end
end

We shall refer to Algorithm 3.2 as carrying out a bi-direc-
tional context pruning. Although the output of the algorithm
is a bi-directional context tree, it should be noticed that the
data structure being pruned is not a tree [17]. In the algorithm,
Topt(se, s,.) is taken to be empty for (s¢, s,.) ¢ X0k 5 XOF and
the weight of an empty tree is taken to be infinity. The following
theorem, which follows from Theorem 2.1 and Lemma 3.1, es-
tablishes that Algorithm 3.2 carries out the desired computation.

Theorem 3.3: The tree T, (0, @) generated by Algorithm 3.2
is an element of 7,,¢ and its leaves constitute S,

In many applications, such as two-part codes with KT esti-
mation [10] and denoising using loss estimates (see Section V),
w(sy, 8, ) is a relatively simple function of the vector of counts

m(x",s¢,s,)[3] = 3)

1, €X(8,,8,)

for all x € AX. In these cases, the sequence x™ need only be
processed to determine the counts of the contexts of maximal
length, as done in the first for loop. The counts for the shorter
contexts can then be determined as the sum of the counts of
either the left children or right children. Specifically, for (s, s,)
with [s¢] + [s.| < 2k

Z m(x",sp,8,.2") = Z m(x", s;x’,s,).

' eX e X

m(x"”,sp,s,) =

Finally, we note that the complexity of Algorithm 3.2 can be
reduced by restricting processing only to those contexts that
actually occur in the sequence (see [17] for a more efficient
implementation).

IV. THE GENERAL MULTI-DIRECTIONAL CASE

An m-directional context set consists of m-tuples of strings
from X'*. The notion of a valid context set, expressed in terms
of the “exhaustive” and “disjoint” properties in Section II, as-
suming the obvious generalization of P( - ) and Py ( - ), extends
readily to m > 2. The geometric interpretation also extends,
so that a valid m-directional context set corresponds to a parti-
tion of a unit cube in m-dimensional space into m.-dimensional
prisms.

It seems natural to conjecture that Theorem 2.1 continues
to hold with an m-directional context tree that is the obvious
generalization of the m = 2 case defined in the theorem.
Such a tree would have m-tuples of strings as nodes. Its root
would be the null m-tuple and each node would be a leaf, or
have as its children the m-tuples obtained by appending, in
turn, all symbols in X' to any single component of the m-tuple
determining the node. Thus, for m = 3 and X = {0,1}, an
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internal node might be (0,00,000) with possible child sets
{(00,00,000), (01,00,000)}, {(0,000,000), (0,001, 000)},
or {(0,00,0000), (0,00,0001)}. It is easy to see, however, that
this conjecture is not true. Indeed, consider the set of triples

£(0,0,0), (1,60, (0,1,1),(1,0,1),(0,1,0)}. (4

This set is a valid 3-directional context set, as the “exhaustive”
and “disjoint” conditions can be seen to hold. To see that
this set cannot be represented as the leaves of a 3-directional
context tree as described in Section II, note that in such a tree
the children of the root node are either {((3, %, 0), (#,%,1)},
{(8,0,0),(0,1,M)}, or {(0,%,%).(1,0,0)}. Each case, how-
ever, splits at least one of the three subsets of string triples
P(0,0,0), P(1,0,0), or P(B,1,1), respectively.

While the above counterexample demonstrates that the con-
jectured context splits cannot generate all valid 3-directional
context sets, it is conceivable that a different, fixed and finite
set of context splits based on prefixes can. For example, if the
counterexample were an isolated case, one could think of aug-
menting the set of possible splits with one that splits a context
into 5 contexts, following precisely the pattern of (4) (namely,
obtain the first context by extending the first two components
with a 0, the second by extending the first component with a 1
and the third with a 0, and so forth).

In this section, we show that no such finite set of context splits
exists in the 3-directional case. We do it by demonstrating an
arbitrarily large family of context sets S such that no recursive
sequence of context splits into less than |S| subsets, in which a
context is split into a number of descendant contexts,® can gen-
erate S. In other words, only the trivial process of splitting the
root node into |S| subsets generates S. Thus, for m > 2, any
X, and any k, the collection of valid m-directional context sets
is richer than what can be represented by the recursive applica-
tion of any finite set of such context splits. Notice that the com-
plexity of the corresponding pruning algorithm (with the above
restriction on splitting based on prefixes only) is determined, to
a large extent, by the number of possible context splits appli-
cable at each node, which the constructed family of examples
shows to be necessarily growing doubly exponentially in £.

The construction of the above family of 3-directional context
sets for X = {0, 1} requires some additional definitions. In the
sequel, a context s denotes a triple (s, s,, s, ) of strings in X™*.

Definition 4.1: We say that context s € XVF x Y0k » yU:k
can be L-splitinto contexts s}, sh, . ..,s; € XVEx XUk x yo:k,
L > 1, if and only if
(D) Pi(s) = Uiy Pa(sh);

() P(s;) P(s;) = Bifi # 5.
In the above counterexample, ((,0,#) is 5-split into

(0,0,0), (1,0,0),(9,1,1),(1,0,1), (0,1,0).

Definition 4.2: A valid context set S is L-splittable if the
contexts in S can be represented as the leaves of a rooted tree
having nodes in X'* x X'* x X*, where the root node is (#, #, )
and each non-leaf node s is #-split, where ¢; < L for any non-
leaf node s.

8Here we assume the obvious generalization of the definition of descendant
context from the beginning of Section II.
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Clearly, a valid context set S is always |S|-splittable. Thus, the
context set in the above counterexample is 5-splittable, but it
can be checked that it is not 4-splittable. Also, by Theorem 2.1,
any bi-directional context set is |X'|-splittable (with an obvious
extension of definitions 4.1 and 4.2 to the case m = 2).

The main result of this section builds on the following three
observations, where s,s’,s"” € X* x X* x X'* are 3-directional
contexts, and we remind the reader that s is an ancestor of s if
s’ € P(s).

Fact 1: Ifs”" € P(s') and s’ € P(s), thens” € P(s) (transi-
tivity of ancestry).

Fact 2: Lett denote the longest common ancestor of s' and
s”, defined as the 3-directional context formed by taking, for
each component, the longest common prefixes of the corre-
sponding components of s’ and s”. If s € P(s) and s”" € P(s)
thent € P(s).

Fact 3: Let the context set S be L-splittable, lets € S, and
let s’ be a node on the corresponding tree. If P(s) (1 P(s') # 0
thens € P(s').

Facts 1 and 2 are straightforward consequences of the an-
cestry relationship, whereas Fact 3 clearly follows from the dis-
jointness of a valid context set and the tree structure defining an
L-splittable set.

Next, we construct a 3-directional context set S from three
valid, arbitrary uni-directional context sets, {si”,.....s{*},
{sy”, .8y}, and {stV, . ..., s{?}, each of length less than
some fixed integer k. To this end, we arbitrarily pick three col-
lections of binary symbols {b{",..... 60}, {6, ... .. b7},
and {6, ... ., b7}, and let

S =
{SB, .., sCOB b x {SDBY L sUB L

@ y
(1) (1) (Yip(y) (1) p(1) (Z)(2)
U B {sibl, .. s b x {sUB0 LB )

U {080, s0OB0 i (s, . st8 )

ISFASY X)X ISFASY YIL(Y
U {5980, s x {sBE0, L 0B Y x

{5(21)5(21), e S(ZZ)E(ZZ>} ©)

where b denotes the complement of & € {0,1}. The length of
each component of & is therefore at most . Notice that the
counterexample (4) is a particular case of S, where the three
uni-directional context sets are the empty set (namely, x = v =
z=1),b) =0,b" =1,and b} = 0.

Theorem 4.3: The 3-directional context set S is valid and is
not (|S| — 1)-splittable.

Discussion: In general, |S| = 2xYz + XY + vZ + zx and
for each arbitrary choice of the uni-directional context set triple
there are 2 tY % such 3-directional context sets. In particular,
X,v,z could be as large as 2k=1 "and hence the number of con-
text sets S in the constructed family grows doubly exponentially
in k. This fact and Theorem 4.3 readily imply that for any fixed,
finite set of context splits based on descendants, for all suffi-
ciently large %, there will exist a context set S that cannot be
obtained via successive applications of the given context splits.
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Moreover, we also have that the number of such exceptional
context sets grows doubly exponentially in %, for any fixed, fi-
nite set of context splits. Note that these conclusions extend to
descendant-based context splits that can be a function of the set
being split, as long as the range of this function (i.e., the number
of possible splits) at each point does not grow (or is sufficiently
slowly growing) with &.

Proof of Theorem 4.3: First, we show that S is valid. Due
to the structure of the union of cartesian products forming S in
(5), we have

S=|]JSpar (©)

P.q,r

where, for indexes p € {1,2,...,x},9 € {1,2,...
re{l,2,...,z}

S(p.a.r) = { (00,5080, 0) , (0,500, 05

,v}, and

(S50, 0.5000) . (S0, 6002, s,

(S;(LP)B:(LP)7 ROION s/grn}g)) } , )

To prove disjointness, we observe that (6) implies that, for any
pair of contexts s1,s9 € S, there exists a component u (where
w is either z, y, or z) such that the corresponding components
of s; and sy are 068 and s755, for some pair of indexes
1, 7. The property then follows from the fact that such strings
cannot be prefixes of each other due to the disjointness of the
corresponding uni-directional context set (if ¢ # 7) or to the
discrepancy in the last bit (if ¢ = j).

As for the exhaustiveness, notice that since the given uni-di-
rectional context sets are valid, for all (s, s,,s.) € X* x A% x
A* there exists a unique triple p, ¢, such that s, € P (ss (p )).,
sy € Pr (sg,q)) ands, € Pk.,(si )). It is then easy to verify that
(S'Jin Sy, S~) € Uses(p,q,r) Pk(s)

Next, suppose that S is (|S|— 1)-splittable. Then, there exists
an intermediate node (i.e., not root or leaf) t in the resulting tree,
namely t # (§,0,0) andt ¢ S, such that t can be L-split (pos-
sibly in multiple steps) into a subset of contexts sy, ....,sp € S,
1 < L < |S|. Hence, s; € P(t) ands; # t.

By (6) and the symmetries in the right-hand side of (7), we
can assume, without loss of generahty, that s; takes the form
of either (S(p)b(p) () b(Q) .0) or (SL )b(p) :(‘J)b(Q) (r)b(r))
for some integers p, g, 7. We show that, in both cases, P(t)
has to contain (s ;(f)bi,p), WDpD 0), (D, E,‘”bfﬁ, 9%2”), and
(sﬁ?)gff), 0, s/g")bg")), and thus, by Fact 2, t must necessarily be
(B,9,0), leading to a contradiction.

Case 1: s1 = (s ) o , Sy b(q> 0
Since s; € P(t) and s; # t, then P(t) must contain at least
one of its ancestors, gs?), (Q)b(q) B or P8P s ). As-
sume that (sgr ,sq(q) by, 0) € P(t) (the other case is omltted as
it can be treated similarly). Since (s& 5%, s{P8(7 sU75{"Y i,
in turn, in P((s,s{PB0 @), by Fact 1, it is also in P(t).
Moreover, its ancestor( )b(p) 0, s} 7’)) is, by (6) and (7), in
8,50 (s (p)b P g sty e 79( ) according to Fact 3. Now, we
have (s (P)b(P) (q)b(Q) ) € P(t) and ( (p)B(P) 0, (”)b,(;)) c
P(t) which, by Fact 2, implies that( ),0,0) € P(t). In turn,
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this implies that its descendant (s{”, ,5,‘1) b s50)Y | which
is also a descendant of the context (i, s\, s76(7) in S,
is in P(t). Thus, again by Fact 3, (0, s(q b(q), g”bif)) e P(t),
leading to the desired contradiction.

Case 2: s = (s0) s0p50 s{7p)

Since s; € P(t) and s; # t, then one of the following
three contexts must belong to P(t): (s, s{b{, s,
(s (P)b(p) (q) ("‘)b('f'))’ (s (P)b(p) (’l)b(Q) (,g). Noticing
the symmetry, we assume that( 28 ("gb(qg ( ") ) € P(t).
By Fact 1, its descendant (s{'5F, (q)b(") G )bg ) € P(t).
This context has an ancestor (ssp) bmp), 0, s; )bg”) € &. Thus,
by Fact 3, (s§P>E(P> 0,58 ) € P(t). Following the same
argument as in Case 1, we have (s @) (q)b(q) M) € P(1),
(s (P)b(P) 0, s( )b( )) € P(t), and (), s(fl)b(Q) g)bg )) € P(t),
leading again to the desired contradiction.

Since both cases lead to a contradiction, namely that t has
to be the root node, we conclude that the context set S is not
(|S| — 1)-splittable. O

Comments on the Proof: Fig. 1 depicts, according to our
geometric interpretation, the constituent contexts (7) in the
characterization (6) of the 3-directional context set S of (5). The
figure depicts the prisms corresponding to the five contexts in
(7) for a generic choice of the uni-directional contexts s ), s§,‘1) ,
and sEf) (which correspond, respectively, to the «, y, and z axis
projections of the sides of the (2 quadrant x 2 quadrant)
in-plane squares boundlng the long prisms, as shown in the
figure) and the choice b = =0, b(q) =1,and ") = 1. Note that
the small prisms (s1, s(q)[) s(')(]) and (s if))O,s.f,q)l.,s(r)l)
look like cubes in the figure and would be if the strings ssp ) , s§,‘1) ,
and sg) were of equal length, but they need not be cubes in
general. As expressed by (6), the context set S corresponds to a
decomposition of the cube [0,1) x [0, 1) X [0, 1) into prisms that
can be grouped into structures of the sort depicted in the figure,
where each such structure corresponds to a different S(p, ¢, r)
in (6). Note that a given (long) prism in the decomposition is
actually a part of many such structures, since the sets S(p, ¢, )
are not disjoint.

We can interpret the proof of Theorem 4.3 in terms of Fig. 1
as follows. Under our geometric interpretation, if a nontrivial
tree-like split exists, the prism corresponding to any ancestor
t € {0, 1% x {0, 1}%*] x {0, 1}[%*] of one of the five
contexts in (7), must strictly contain the prism corresponding
to that context, denoted s;. With respect to the case deprcted
in the figure (with the specific choices of b(p ) b(q )) the
proof shows that for each of the five prisms, the only strictly
containing prism corresponding to an ancestor t (of the cor-
responding context s;) that does not also cut any of the three
long prisms,? is the entire cube, which corresponds to (), @, 0).
Note that there do exist prisms that strictly contain one of the
prisms in the figure and do not cut any of the long prisms. Con-
sider, for example, the one containing the prism corresponding
to (ssp '1,0,s0"” 1) and extending to the unit-cube boundaries in
the increasing = and z directions. This prism, however, does not
correspond to an ancestor of (s271,%,s71).

9Notice that cutting a prism corresponds to splitting the corresponding context
in § and therefore does not lead to a valid ancestor.



6834

P D1 "
(s,0,s,""1,s7"1)

/(Q, s\71,5.70)
A o

/ | :

v

) -l'r./.) :

(50,57 0;2) //
- : v

@ | : //
54“ ..............

(P17 D (r)
(571,570,577 0)

T 12,51

s(\r)

Fig. 1. A geometric interpretation of the constituent contexts (7) in the charac-
terization (6) of the 3-directional context set S of Theorem 4.3 (defined by (5)).

The intuition behind the existence of a tree decomposition for
the bi-directional case is that interwoven structures of prisms of
the sort depicted in Fig. 1 are not possible in two dimensions.

V. APPLICATION TO DENOISING

The bi-directional context set framework described in
Sections II and III can be applied to context-based denoising, in
particular to enhance the DUDE algorithm proposed in [6]. This
application was the original motivation of this work, and as
hinted in Section I, it is less straightforward than compression
or prediction. Therefore, we further discuss it in this section.

In the (semi-stochastic) universal denoising setting, we con-
sider an individual sequence x™, which is corrupted by a discrete
memoryless channel with known transition probability matrix
II. For simplicity, we will assume that the input and output al-
phabets coincide, so that II = {II{x, z)}, .cx. It is also as-
sumed that II is invertible. A (noisy) sequence z™ is observed
at the output of the channel, and the goal is to denoise z™ without
any knowledge of the (clean) sequence x™, to obtain a sequence
X" € XA™, where a given loss function A : X% — [0, 00), rep-
resented by the matrix A = {A(z, 2)}. .ex, determines the
loss incurred by estimating each symbol x; with the symbol z;,
1 < ¢ < n. The cumulative loss is determined by adding the in-
stantaneous losses over time. The denoiser is allowed to observe
the entire sequence z™ before starting to make its decisions.

A family of context-based denoisers, parameterized by a non-
negative integer parameter (context length) &, is proposed in [6].
For a given k, the denoiser output 7 (z;) at time ¢ for a noisy
input z;, K+ 1 <7 < n— £k, is given by

i-1

%7 (z;) = argminm(z", =},

i+k —1
zeX ’ ZH_I )H

Pezom,] 8

where, similar to (3), m(z", 2], Zif) is a |'|-dimensional

row vector whose (3-th component, § € X, is the number of
appearances of the string z; ﬂ/‘"f inz", A, denotes the a-th
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column of A, 7, denotes the a-th column of IT, and for two vec-
tors u and v with the same dimensions, u® v denotes the vector
obtained through componentwise multiplication. Thus, the de-
cision made at time ¢ by the denoiser of (8) upon observing a
(noisy) sequence z” is viewed as a function of the noisy symbol
2; to be corrected This function depends on the occurrences of
a left context 41 k, denoted SE ), and a right context 4111 , de-

noted s( ) ,in 2™ (as well as on the parameters IT and A of the
system). 10 For a given pair of contexts (s, s,.), this function will
be denoted by g;. (o, o -

It is shown in [6] that for every underlying sequence x”, the
above denoiser is guaranteed to attain asymptotically, with prob-
ability one, the performance of the best k,,-th order sliding-
window denoiser, tuned to x" and to the observed noisy se-
quence z", provided k,, grows sufficiently slowly with n. These
results provide asymptotic guidance on the choice of % in (8) as
a function of n, but do not reveal how & ought to be selected
upon observation of a specific sequence z”. The goal of se-
lecting the denoiser in the family that minimizes the loss, which
corresponds precisely to the setting of this paper, is unreachable
as it depends on the unobserved sequence x™. It is then natural
to minimize, instead, an estimate of the actual loss, that depends
on z" only. Properties of this strategy, as well as suitable loss es-
timators, are discussed in [13] and [18]. The minimization will
in fact be performed over a larger family of denoisers, which is
a natural generalization of the one specified in (8). We consider
all bi-directional context sets of the type introduced in Section 11

(up to a preset maximal context length), replacing zi‘ ,1 and z;ﬂf

in the decision rule of (8) with a left context s( i

context s( » , respectively, which are determined by the context
setand by corresponding left and right directional subsequences
v,” = {#i-1.%i_2,...} and v {%i+1, zix2,...}. The
vector of counts m(z", sy), SE.Z)) is as defined in (3). The goal is
thus to find the bi-directional context set that minimizes a given
loss estimate, to be presented next, for z™.

Our estimate of the cumulative loss incurred between (and in-
cluding) locations j and m by a denoiser {Z;( - }} (where the de-
noising functions #;( - ) may depend on z", as in the denoiser of
(8)), upon observing z™, is motivated by the prediction-filtering
correspondence stated in [19, Theorem 4].11 Specifically, let

ZZH (z,2) > Az,

i=j zeX zeX

and a right

Lz ,3ym) Mz, 2)

)

where Z;(z) denotes the output of the denoiser at time ¢ when
the symbol z; is replaced by the symbol z in 2" (therefore, for
a denoising function that depends on z", the value of z affects
the function itself, and not just its argument). Notice that the in-
nermost summation is the expected loss of the denoiser at time
¢ when x; = z, whereas it is easy to see that the expectation of
U-T(z,Z;) is 1(x = x;). Further intuition on the rationale be-
hind the estimate of (9) is given in [20]. Notice that this estimate

10The denoiser output for i < k and ¢ > n — k, which is (asymptotically)
inconsequential, can be assumed to be given by, e.g., an arbitrary symbol.

n the filtering problem, the denoiser (filter) must make its decision at loca-
tion « without access to =7, .
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depends on the observed sequence z™, but not on the unobserved
sequence x".

Now, to minimize the cumulative loss estimate given in (9)
over all possible bi-directional context sets with context length
upper-bounded by &, for the denoiser of (8), using the context
pruning algorithm presented in Section III, we need to decom-
pose the estimate into a sum of contributions from each context
pair (s¢, s,.) € S (namely, the weights w(s¢, s,)). Letting

Tispoy =1t k+1<i<n—k, (séi),s@) = (s¢,8:)}
(9) becomes

Lz" k+1,n—Fk) =

Z w(sg, Sr)

(se,8.)ES

where

w(se, s, ) =

Z Z I % (x,2) Z Tz, 2)

iEI<sg,sr) rCX Z2CX

A(.q:7g:i,lz (). (10)

20 (5e.5,)
While the weights specified in (10) allow the use of the dynamic
programming scheme of Section III to determine a minimizing
set Sypt, notice that they may depend on the value of symbols
z; such that + & I(S ..s.)- This dependency is due to the fact
that the function g:;,lz (+) depends on the vector

[

) zzgrl,(st,sT)
m(z} "2z 1, 8¢, 8,), whose components may be affected
by appearances of the context pair (s¢,s,) in the sequence
zi‘lzzi’;l at locations other than those specified by Z, s, )-
Such a dependency precludes the use of the efficient procedure
for weight computation in the pruning algorithm discussed at
the end of Section III.

To overcome this problem, we will use an approximate
set of weights. Notice that m(z{‘lzzgﬁrl, s¢,8,.) differs from
m(z", s¢,8,) in two possible ways when z # z;. First,
replacing z; with z increases the z-th component by 1 and de-
creases the z;-th component by 1. Second, such a replacement
may induce new appearances (and cancel actual appearances)
of the context pair (s¢,s,.) in the vicinity of location . The
first situation occurs whenever z # z;, but it is not problematic
as it depends only on the subsequence z(s¢, s,.). The second
situation is the problematic one, but in practice it will rarely
occur, as it requires that the context pair in question overlap
with itself over significant portions. Thus, it will usually yield a
second order contribution to the weight, and we will disregard
it. This approximation yields a new set of weights

W(sg,8p) = Z m(z", s, 8,.)[A] Z " (z,p)

gex weX
2\
3w, 2)A (5,205, L (2)) (D)
zEX
where the denoising function gzz\d(SLs)() is defined as

Gy (s4.,)> but with the vector m(z", sy, s,) replaced with
m(z",s;,s,) + 1.\g, 1.\ 5 denoting a vector with z-th com-
ponent equal to 1, 3-th component equal to —1, and whose all
other components are 0, in case (5 # z, or the all-zero vector
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otherwise. Clearly, w(s¢,s,) depends on z™ only through
m(z", sy, s, ), and can be efficiently employed for bi-direc-
tional context pruning.

The proposed algorithm has been applied to the text de-
noising example in Section VIII-B of [6]. In this example,
an English translation of the novel Don Quixote obtained
from the Project Gutenberg website (http://promo.net/pg/) was
artificially corrupted by a hypothetical “typewriter channel” in
which each character was flipped independently with proba-
bility .05, equiprobably to one of its nearest neighbors in the
QWERTY keyboard. This setting resulted in 89087 errors out
of a total of 2.3 x 10° characters. The application of the DUDE
algorithm of [6] with fixed-length bi-directional contexts of
lengths £ = 0, 1, 2, and 3 resulted in 87762, 53191, 50250, and
73660 denoising errors, respectively. On the other hand, the
above proposed algorithm, with variable length bi-directional
contexts with maximum context length of £ = 3, resulted in
39162 denoising errors, a roughly 20% improvement over the
best choice of & for the baseline DUDE algorithm of [6]. The
overall loss obtained in this experiment is close to the loss of
the best denoiser of type (8) among all bi-directional context
sets, validating the loss estimation approach. However, this
gradually ceases to be the case as k& grows (and along with
it, the effective search space of context sets). A version of
this problem is discussed in [18]. A different approach for
denoising with variable length bi-directional contexts, based
on a stochastic modeling of the noisy data, is proposed in [15].
This approach does not use the rule (8).

VI. CONCLUSION

We have formalized the notion of a multi-directional context
set as a natural extension to its uni-directional counterpart, with
applications in decision problems such as compression, predic-
tion, and denoising. We have shown that there exists a funda-
mental difference between the bi-directional case and the m-di-
rectional case, m > 2, in that bi-directional context sets can
be generated by a recursive sequence of splits and represented
by |X|-ary trees. When paired with the algorithms in [11], this
representation leads to an efficient “pruning” algorithm for ob-
taining the optimal bi-directional context set for a given loss
function, thus extending the well-known dynamic programming
procedure of [9]. While natural, the tree representation is not
straightforward, as highlighted by the fact that, in general, it
does not exist for m > 2. Moreover, we have demonstrated
an arbitrarily large family of 3-directional context sets which
cannot be represented with any f-ary tree for ¢ smaller than
the size of the context set, at least when context splits follow a
prefix-like constraint. The constructed family demonstrates that
no finite set of recursively applied prefix-like context splits suf-
fices to generate all 3-directional context sets, and that, in fact,
the number of exceptional context sets for any such set of con-
text splits grows doubly exponentially in %, the bound on the
context length along any direction. This result raises the ques-
tion of the existence of efficient algorithms for context set opti-
mization (not based on [11]) for m > 2. Such algorithms could
be used, e.g., to increase the modeling flexibility in the image
processing application described in Section I, by providing an
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efficient construction of a conditional pixel model according to
more than two directions. Finally, we have demonstrated how to
apply the proposed pruning algorithm for bi-directional context
sets to denoising.
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